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Abstract : Cloud computing is defined as collection of 
virtualized computing resources, Cloud security is one of the 
buzz words in Cloud computing. Since Virtualization is the 
fundamental of Cloud computing, it is necessary to have more 
knowledge to avoid attacks, intrusions and system failures. The 
purpose of virtual computing environment is to improve 
resource utilization by providing a unified integrated 
operating platform for users and applications based on 
aggregation of heterogeneous and autonomous resources. In 
this paper we focus on challenges of virtualization security, 
vulnerabilities, impact of virtualization on cloud services and 
propose some approaches to overcome these problems. 
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INTRODUCTION 

Considering the reduction in Global warming Cloud 
computing is moving towards the platform of 
virtualization[1]. Under this technique hardware or software 
resources such as memory, CPU, storage, network are 
logically partitioned and provided to multiple tenants. 
However virtualization is complex and has a considerable 
attack surface. It is prone to bugs and vulnerabilities[2]. 

Generally, a cloud is discussed in terms of services. The 
menu of services is being enriched as SaaS (Software as a 
Service), PaaS (Platform as a Service) and IaaS 
(Infrastructure as a Service) have been invented as part of 
XaaS. Cloud computing is a promising computing paradigm 
which recently has drawn extensive attention from both 
academia and industry. By combining a set of existing and 
emerging techniques from research areas such as 
Service-Oriented Architectures (SOA) and virtualization, 
cloud computing is regarded as such a computing paradigm 
in which resources in the computing infrastructure are 
provided as services over the Internet. As promising as it is, 
cloud computing is also facing many challenges that, if not 
well resolved, may impede its fast growth. Data security, as 
it exists in many other applications, is among these 
challenges that would raise great concerns from users when 
they store sensitive information on cloud servers. These 
Virtualization enables the organization to attain significant 
gains in efficiency and cost-effectiveness, along with the 
additional benefits of greener consolidated data center, 
increased scalability and improved time to resource 

fulfilment. Unfortunately, the advantages of virtualization 
are balanced by increased risk exposure as virtual systems in 
data center face many of the same security challenges, in 
addition to a number of unique challenges in protecting 
these IT resources. The organization needs to be consider 
which security mechanisms can best protect both physical 
and virtual servers, particularly as a virtualized architecture 
fundamentally affects how mission-critical applications are 
designed, deployed and managed. 

Virtualization provides on-demand resource provisioning 
and multitenancy. However, current virtualization security 
mechanisms might not work in cloud computing. For 
example, traditional virtualization security solutions assume 
that a guest OS inside a virtual machine (VM) is known in 
advance. In Cloud computing, the guest OS running in a VM 
is controlled by a user, and a prior knowledge of the guest 
OS is unavailable. In this paper we focus on challenges of 
virtualization security, vulnerabilities, impact of 
virtualization on cloud services and propose some 
approaches to overcome these problems. 

VIRTUALIZATION COMPONENTS 

Virtualization is one of the most important elements that 
makes Cloud computing. It is a technology that help IT 
organizations optimize their application performance in a 
cost-effective manner, but it can also present its share of 
application delivery challenges that cause some security 
difficulties. Most of the current interest in virtualization 
resolves around virtual servers in part because virtualizing 
servers can result in significant cost savings. The phrase 
virtual machine refers to a software computer that, like a 
physical computer, runs an operating system and 
applications. An OS on a virtual machine is called a guest 
operating system. In addition, there is a management layer 
called Virtual Machine Monitor (VMM)  or Hypervisor that 
creates and controls all virtual machines in virtual 
environment. 

A Hypervisor is one, which is responsible for creating 
virtual machines out of available physical machine and 
sharing the available resources across created virtual 
machines. It is so named because it is conceptually one level 
higher than a supervisor. The hypervisor presents to the 
guest operating systems a virtual operating platform and 
monitors the execution of the guest OS. Multiple instances 
of a variety of operating systems may share the virtualized 
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hardware resources. Hypervisor is installed on server 
hardware whose only task is to run guest operating system. 

CHALLENGES OF CLOUD VIRTUALIZATION SECURITY 

Malware: A virtualized system uses the same operating 
system - and enterprise and web applications – as a physical 
system. The primary threat to these virtualized systems is the 
capacitry of malware to remotely exploit vulnerabilities in 
these systems and applications, although there are also 
vulnerabilities that can be exploited in the system’s 
hypervisor [see figure]. 

 

Confidentiality: A user can access Saas offerings via a web 
browser over the internet. The user’s network traffic and 
data should remain confidential in transit – that is, protected 
from unauthorised access. Adopting HTTPS mitigates 
confidentiality risks. Additionally, because a user can 
upload data to a cloud when using the Saas offering, the 
cloud should also prevent unauthorised users from reading 
the stored data. A Paas provider offers a development 
environment to establish web services or applications and 
thus has similar confidentiality concerns. In Iaas, multiple 
users can rent computing resources from a single physical 
infrastructure. Thus, confidentiality in this case requires 
isolating resource usage among the multiple users – that is, 
one user should not be able to view another user’s memory 
status or resource use. Furthermore, because Paas is based 
on Iaas virtualization, protecting the status of resource use is 
also a security challenge in Paas. 

Integrity: Integrity is damaged if an illicit user executes, 
modifies, suspends, copies, replays or delays data, messages 
or assets. Attackers are often interested in different targets, 
such as network traffic or virtual disks, so the integrity 
mentioned here varies based on the attack and service 
model. Similar to the discussion about confidentiality in 
Saas, we need to protect data in transit, stored data and 
network traffic. In Paas and Iaas, the integrity of the 
platform settings and configuration files is especially 
important, because if someone maliciously modifies such 
settings or files, it would affect not only the Paas and Iaas 
offerings but also the services deployed through those 
offerings, such as Saas applications. The business scenarios 
for cloud computing, to some extent, magnify the security 
challenges. 

Availability: Availability is endangered if the service or 
server is spoofed, penetrated or suspended and can’t operate 
as expected. Since broad network access is essential to cloud 
computing, the internet-facing resources, such as the 
Domain Name System(DNS) are one of the main targets of 
attacks on availability. DNS attacks are not new in the IT 
security realm. However, the attacks are still problematic in 
cloud computing owing to its characteristic broad network 
access. A user can’t access the service offering over the 
internet without reliable DNS. In addition to the 
internet-facing resources, the service offering itself should 
be secure in terms of availability. 

Security Management: To accommodate on-demand 
self-service and rapid elasticity, security management in 
cloud computing must be able to immediately address and 
reflect the changing requests. Additionally, the scope of 
cloud computing could increase the load and complexity of 
security management, leading to another security challenge. 

VM Hopping: With VM Hopping, an attacker on one VM 
gains access to another victim VM [6] [7]. The attacker can 
monitor the victim VM’s resource usage, modify its 
configurations, and delete stored data, endangering that 
VM’s confidentiality, integrity and availability. A 
prerequisite for this attack is that the two VMs must be 
running on the same host, and the attacker must know the 
victim VM’s IP address. Although Paas and Iaas users have 
only limited authority. Thomas Ristenpart and his 
colleagues have shown that an attacker can obtain or 
determine the IP address using standard customer 
capabilities [5]. We thus infer that VM hopping is a 
reasonable threat in cloud computing. Furthermore, 
multitenancy makes the impact of a VM hopping attack 
potentially larger than in a conventional IT environment. 
Because several VMs can run simultaneously on the same 
host, all of them could become victim VMs. VM hopping  is 
thus a crucial vulnerability for Paas and Iaas infrastructures. 
It could also indirectly affect Saas, because Paas and Iaas 
offerings are often the foundation of Saas. To develop and 
deliver Saas offerings, Saas providers rent or purchase 
computing capabilities from Paas and Iaas providers. Saas 
offerings deployed on victim VMs would also be vulnerable 
to VM hopping, affecting availability. It could also endanger 
Saas confidentiality and integrity if the users data is falsified 
when the attacker gains access to the target VM. 

VM Mobility: The contents of VM virtual disks are stored 
as files such that VMs can be moved or copied from one host 
to another over the network or via portable storage devices 
without physically stealing a hard drive [6] VM mobility 
provides quick deployment but could lead to security 
problems, such as the quick spread of vulnerable 
configurations, which an attacker could exploit to jeopardize 
the security of a new host. Several types of attacks exploit 
vulnerabilities in VM mobility – including 
man-in-the-middle attacks [7]. Attack severity ranges from 
leaking sensitive information to completely compromising 
the guest operating system. Also, because VM mobility 
offers increased flexibility, it similarly increases the 
complexity of security management. In the Iaas model, a 
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provider offers underlying hardware and resources as a 
service, and a user can create his or her own computing 
platform by importing a customized VM image into the 
infrastructure service. The large scale of Iaas makes VM 
mobility’s impact on confidentiality and integrity in the 
cloud potentially larger than in a conventional IT 
environment. On the other hand, SLAs could reduce the 
complexities raised by VM mobility if they clearly stated the 
shared obligations of service providers and users for security 
management. A Paas provider offers a provider-designated 
computing platform and solution stacks to service users. The 
users exploit the libraries and API to develop their own 
applications on a mixed computing platform with importing 
their own VM images. Although Paas depends on 
virtualization as a key implementation   technology, it does 
not support VM mobility, so this service model doesn’t have 
the same security challenges as a conventional IT 
environment. Nevertheless, SaaS AND Paas confidentiality, 
integrity, and availability are still exposed to the threats 
raised from Iaas. 

VM Diversity: Virtualization lets a user efficiently create 
many VMs, but securing and maintaining the VMs is 
difficult owing to the wide range of Oss that can be deployed 
in seconds. VM diversity makes VM security management a 
challenge, but SLA constraints could help address this issue. 
In Iaas, a service provider must ensure security and 
robustness of the services and hypervisor, while the user 
must properly configure their VM image and secure the 
service offerings. In other words, the user should share the 
responsibility of keeping the guest OS patched and updated. 
Because Iaas scatters the responsibilities of a central service 
provider, it’s resistant to the security management issues 
raised by VM diversity. Similarly, Paas is robust against VM 
diversity compared with conventional IT environment. If the 
obligations of both the provider and user are explicitly 
described in SLAs. 

VM Denial of Service: Virtualization lets multiple VMs 
share physical resources, such as CPU, memory, Disk and 
network bandwidth. A Denial-of-service (DoS) attack in 
virtualization occurs when one VM occupies all the 
available physical resources such that the hypervisor can’t 
support more VMs, and availability is imperilled. The best 
approach to preventing a DoS attack is to limit resource 
allocation using proper configurations. In Cloud computing, 
DoS attacks could still occur, but having service providers 
set adequate configurations to restrict the resources 
allocated to the VMs reduces their probability. In addition, 
it’s beneficial to configuration management to have the SLA 
clearly define service provider and user responsibilities. 

PROPOSED SOLUTIONS 

We are proposing four different approaches – one is to 
apply a virtual security appliance within the virtualized 
computing environment, to monitor the traffic flow between 
VMM and one or more guests [fig 2] 

 

Although a virtual-security-appliance solution provides 
IDS/IPS protection from attacks originating on the network, 
there are significant limitations to this option: 

Inter VM-traffic: Virtual security appliance must be placed 
between VM and VMM, which cannot prevent attacks 
between VMs. 

Mobility: If controls are used to transfer a VM from one 
physical server to another, the security context is lost. It is 
necessary to configure the clustering of virtual security 
appliances for every potential destination to which a VM 
could be relocated, resulting in a corresponding negative 
impact on performance. 

Performance bottlenecks: The virtual security appliance 
must process all traffic between VMs and the network, 
which can result in a performance bottleneck. 
In the second approach, the same IDS/IPS functionality can 
be applied to each virtual machine [fig 3]. 

 
Unlike the virtual-security-appliance method, the 

VM-centric approach avoids the limitations of inter VM 
traffic, mobility and lack of visibility. Although the 
VM-centric option also has a performance impact on the 
system, it is distributed across the VMs in the IT 
infrastructure. However, a VM-centric architecture still 
faces the challenge of deploying an IDS/IPS security agent 
on each VM. 
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The third approach is to introduce new means of security 
control, ie., Security Watchdog for Virtual Machine Monitor 
(VMM) itself. Security Watchdog functions utilize 
introspection APIs to access privileged state information 
about each VM, including their memory, state and network 
traffic. This removes the Inter-VM and non transparency 
limitations of the virtual-security-appliance approach for 
IDS/IPS filtering, because all network traffic within the 
server is visible without changing the virtual network 
configuration. However, mobility and performance impacts 
must still be considered when performing IDS/IPS filtering 
in security Watchdog. 

 
A wide range of security functions – including antivirus, 

encryption, firewall, IDS/IPS and system integrity all 
potentially can be applied in security watchdog VMs. 
Virtual security appliances are being repurposed to use these 
APIs, and VM-centric agent technologies also will be 
redesigned to execute in security watchdog VMs. However, 
flexibility still will be required to deploy some functionality 
within a security watchdog VM and within some VMs using 
VM-centric agents, because: 

• Certain security functionality only can be achieved by 
VM-centric agents – for example, dealing with encrypted 
traffic or accessing certain real-time state information. 

• Performance tradeoffs exist between implementing a 
solution via security watchdog VM versus deploying a 
VM-centric agent. 

• Necessary introspection APIs are being developed and 
released in stages, you need mechanisms to deliver security 
during the transition as security watchdog VM functionality 
emerges. 

As a result, a combined approach is needed – one 
providing both the benefits of a VM-centric approach and 
the advantages offered by introspection APIs, to provide 
intelligent options that minimize performance bottlenecks 
and redundant controls while cost-effectively reducing 
security risks.  

The fourth is combined security approach to protect both 
VMM and Virtual machines. It consists of a VM-centric 
agent that can be deployed on individual virtual machine, as 
well as a security Watchdog for Virtual Machine Monitor 
and multiple virtual machines. This architecture can avoid 
the problems of Virtual machines and Virtual Machine 
Monitor. 

 

CONCLUSION 

In this paper, we discussed security vulnerabilities in 
cloud virtualization. Then we propose different approaches 
to overcome the vulnerabilities of VMs and VMM. While a 
virtualized IT infrastructure shares many of the same 
security challenges faced by physical server environments, 
we can leverage our investment in multiprocessor, 
multi-core architectures and virtualization software to 
provide the security mechanisms required to protect them. 
Adopting the combined approach with security software 
enables optimized protection, immediate solution 
deployment and ensures a baseline of security for all virtual 
machines without introducing bottlenecks or redundant 
controls. 
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